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Research towards solving the problem of control 

Founded in 2016, CHAI is a multi-site research center headquartered at UC Berkeley with 
branches at Michigan and Cornell.  CHAI’s aim is to reorient AI research towards provably 
beneficial systems, over which humans can retain control even as they approach or exceed 
human-level decision-making capabilities.  This document reports on CHAI’s activities and 
accomplishments in its first four years and its plans for the future.   
 
CHAI currently has 9 faculty investigators, 18 affiliate faculty, around 30 additional graduate and 
postdoctoral researchers (including roughly 25 PhD students), many undergraduate researchers 
and interns, and a staff of 5.  CHAI’s primary support comes in the form of gifts from donor 
organizations and individuals.  Its primary activities include research, academic outreach, and 
public policy engagement.   
 
CHAI’s research output includes foundational work to reframe AI on the basis of a new model that 
factors in uncertainty about human preferences, in contrast to the standard model for AI in which 
the objective is assumed to be known completely and correctly.  Our work includes topics such as 
misspecified objectives, inverse reward design, assistance games with humans, obedience, 
preference learning methods, social aggregation theory, interpretability, and vulnerabilities of 
existing methods.  Given the massive resources worldwide devoted to research within the 
standard model of AI, CHAI’s undertaking also requires engaging with this research community to 
adopt and further develop AI based on this new model.  In addition to academic outreach, CHAI 
strives to reach general audiences through publications and media.  We also advise governments 
and international organizations on policies relevant to ensuring AI technologies will benefit 
society, and offer insight on a variety of individual-scale and societal-scale risks from AI, such as 
pertaining to autonomous weapons, the future of employment, and public health and safety.   
 
The October 2019 release of the book Human Compatible explained the mission of the Center to a 
broad audience just before most of us were forced to work from home.  The pandemic has made 
evident our dependence on AI technologies to understand and interact with each other and with 
the world outside our windows.  The work of CHAI is crucial now, not just in some future in which 
AI is more powerful than it is today. 
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Organizational Chart 
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CHAI Research 

Overview 

We created the Center for Human-Compatible AI to understand and solve the problem of control 
in Artificial Intelligence.  Although “this matters, not because AI is rapidly becoming a pervasive 
aspect of the present but because it is the dominant technology of the future,”  in fact it is clear 1

that we are already in over our heads. 
 
For instance, the content-selection systems of social media platforms and search engines choose 
what news articles, podcasts, videos and personal updates are viewed by half the population of the 
planet on a daily basis.  These systems decide what people read and view, and to a degree, what 
they think and feel, based on AI algorithms that have fixed objectives - for example, the objective 
of maximizing “engagement” of users.  This has driven a movement toward extremes that has 
eroded civility at best, and arguably threatens political stability.   
 
The social media companies’ struggle to implement piecemeal solutions with mixed results further 
illustrates the problem of how to control AI systems that are designed to achieve a fixed, known 
objective.  This fixed-objective model is what we refer to as the “standard model” of AI. 
 
AI systems built within this standard model present a significant control problem for both 
individuals and society; CHAI’s strategy is to address this problem by reformulating the 
foundations of AI research and design.  
 
Thus, CHAI has proposed and is developing a new model for AI, where (1) the machine’s objective 
is to help humans in realizing the future we prefer; (2) the machine is explicitly uncertain about 
those human preferences; (3) human behavior provides evidence of human preferences. 
Machines designed in accordance with these principles behave cautiously and defer to humans; 
they allow themselves to be switched off; and, under some conditions, they are provably 
beneficial.   

Characteristics of the new model 

The key characteristics of the new model are the absence of a fixed, known objective — whether at 
design time or embedded in the agent itself — and the flow of preference information from human 
to machine at runtime.   
 
The new model is strictly more general than the standard model, and at least as amenable to 
instantiation in a wide variety of forms.  One particular formal instantiation is the assistance game 

1 Russell, Stuart.  Human Compatible (p. xi) 
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— originally a cooperative inverse reinforcement learning or CIRL game [3ab].   In recent work [8], 2

we have shown formally that many settings explored by other AI safety research groups can be 
understood within the assistance-game framework.  We have explored several implications and 
extensions of the basic single-human single-robot assistance game, including showing that 
machines solving an assistance game allow themselves to be switched off [4a]; a more general 
analysis of complete and partial obedience [4b]; humans uncertain about their own preferences 
[3c]; humans giving noisy, partial rewards [5]; and the first forays into assistance games with real 
humans [6].   
 
The simple, single-human/single-robot assistance game has yielded many important insights and 
also models the relationship between the human race and its machines, each construed 
monolithically.  Additional complications arise, of course, when we consider the multiplicity of 
humans and machines.  Decision making on behalf of multiple humans is the subject of millenia of 
research in moral philosophy and the social sciences and was the main subject of a graduate 
source co-taught by Prof. Russell with Economics and Philosophy professors in Spring 2020.  Our 
initial results in this area include a strict generalization of Harsanyi’s social aggregation theorem 
to handle heterogeneity in human beliefs (important for cross-cultural cooperation) [9] and some 
as-yet unpublished work on mechanism design to incentivize honest revelation of preferences by 
humans.  Handling multiple “robots” is also extremely important, particularly when the robots are 
independently designed and not a priori cooperative.  Here we have fundamental results on 
bounded formal reasoning leading to cooperation [11] and on global equilibria in symmetric games 
(under review). 
 
We are in only the first phase of developing the new model as a practical and safe framework for 
AI.  Many open problems remain, as outlined in the “Future Plans” section. 

Promoting the new model  

Given our belief that solutions are irrelevant if they are ignored, the principles of the new model 
have been disseminated in the form of a general-audience book [1], a revised textbook edition [2], 
numerous technical papers, many keynote talks at leading AI conferences, direct advice to 
national governments and international organizations, media articles, podcasts, invited talks at 
industry and general-interest conferences, TV and radio interviews, and documentary films. 
 
In keeping with our view that the new model must become the normal approach within the 
mainstream community, rather than remaining confined to a relatively small and cloistered AI 
safety community, we have targeted most of our research papers at the most selective 
mainstream AI, machine learning, and robotics conferences including Neural Information 
processing Systems (NeurIPS), International Conference on Machine Learning (ICML), 
International Joint Conference on AI (IJCAI), Uncertainty in AI (UAI), International Conference on 
Learning Representations (ICLR), and Human-Robot Interaction (HRI).  We believe these papers 
have helped to establish AI safety as a respectable field within mainstream AI. 

2 All numeric references point to items in the “Specific Outputs” section. 
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Other research outputs 

Other work in CHAI overlaps with concerns in the broader AI community.  We have shown 
surprising fragility in deep RL systems [12] and explored methods for increasing modularity and 
hence interpretability in deep networks (unpublished) [arXiv preprint]. 
 
We have also attempted a quasi-exhaustive analysis of existential risk from AI, including AI 
systems that are not necessarily superintelligent [10] [ARCHES].  One major, understudied 
category of risks to emerge from this analysis arises from unanalyzed interactions among multiple 
independent AI systems.  This topic will form a significant part of the future research agenda of 
CHAI, as noted in the Future Plans section. 

Specific outputs 

Note: This does not include work from the two CHAI satellite groups at Michigan and Cornell. 
 

1. Human Compatible — This book is aimed at the general 
intellectual reader, the policy community, and the AI 
community.  It provides a thorough but nontechnical 
explanation of the standard model of AI, why it leads to 
societal-scale and existential risks, a new model based on 
the principles of provably beneficial AI, and the many 
important research questions that arise.  It also covers 
fairness/bias, employment, surveillance/control, and 
autonomous weapons. 
 
The book had two primary goals.  The first was to raise 
public awareness and understanding in a non-sensationalist 
way.  The book was reviewed and excerpted in the New 
York Times, Wall Street Journal, Financial Times (4 times), 
Economist, Forbes (twice), Times (London), Sunday Times 
(twice), Daily Telegraph (twice), Guardian (3 times), Vox, 
Spectator, among others, and won “best book” awards from 
the Financial Times, Guardian, Daily Telegraph, and Forbes. 
 
The second goal was to locate AI safety research squarely at 
the center of AI’s intellectual tradition, and to begin the process of converting the AI community to 
a new way of thinking.  Review comments from leading scientists include those from three Turing 
Award winners and one Nobel laureate:  

Judea Pearl, Professor of Computer Science, UCLA: “Human Compatible made me a 
convert to Russell's concerns with our ability to control our upcoming creation — 
super-intelligent machines.  Unlike outside alarmists and futurists, Russell is a leading 
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authority on AI.  His new book will educate the public about AI more than any book I can 
think of, and is a delightful and uplifting read.” 
Yoshua Bengio, Professor of Computer Science, U. Montreal: “This beautifully written 
book addresses a fundamental challenge for humanity: increasingly intelligent machines 
that do what we ask but not what we really intend.  Essential reading if you care about our 
future.” 
Andy Yao, Dean of the Institute for Interdisciplinary Information Sciences at Tsinghua: 
“This is a fascinating masterpiece: both general readers and artificial intelligence experts 
will be inspired by it.  Professor Russell has made the most profound and clearest analysis 
in the literature on superintelligence, the ultimate problem of artificial intelligence.  More 
importantly, he proposed a novel solution – a new human-computer relationship – to solve 
the problem of superintelligence.  This idea has opened up a new research direction in AI.” 
Daniel Kahneman, Professor of Psychology, Princeton: “This is the most important book I 
have read in quite some time.  It lucidly explains how the coming age of artificial 
super-intelligence threatens human control.  Crucially, it also introduces a novel solution 
and a reason for hope.” 
 

Similar comments from industry thought leaders include: 
James Manyika, Chairman and Director, McKinsey Global Institute: “Stuart Russell, one of 
the most important AI scientists of the last 25 years, may have written the most important 
book about AI so far, on one of the most important questions of the 21st century: How to 
build AI to be compatible with us.” 
Tim O’Reilly, Founder, O’Reilly Media: “I just finished Stuart Russell's marvelous book on 
AI safety, Human Compatible, and I can't recommend it highly enough!” 

 
In addition, Human Compatible was the theme for 
day-long, campus-wide symposia at UCLA (organized by 
the Department of Sociology) and UC San Diego (planned 
by the Institute for Practical Ethics for March 2020, 
postponed due to COVID).  It was also the theme of a 
special session at the 2020 meeting of the American 
Political Science Association.  Russell will deliver the 
inaugural Forum Humanum lecture at NYU, on the topic of 
the book, this fall. 

a. Human Compatible: AI and the Problem of Control (2019). 

Stuart Russell.  Viking.  352pp. 
 

2. Artificial Intelligence: A Modern Approach (4th edition) 
— AIMA is the standard text in AI, used in almost 1500 
universities in 135 countries.  According to a survey in 
Nature (539, 125-6, 2016; source), it is the most widely 
adopted of the roughly 80,000 textbooks in computer 
science.  The 4th edition includes extensive descriptions 
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of the risks inherent in the standard model, the basic principles of the new model, and most of the 
technical material from the papers listed below.  This ensures that current and future generations 
of AI students understand the importance of thinking about and mitigating potential risks, while 
promoting centrality of AI safety research. 

a. Artificial Intelligence: A Modern Approach (2020), Stuart Russell, Peter Norvig.  Pearson.  1133pp. 
 

3. Cooperative Inverse Reinforcement Learning 
(CIRL) — This sequence of papers formalizes the 
cooperative game-theoretic relationship 
between an AI assistant and a human user, 
instantiates the new model in a specific 
mathematical form, explores the provably 
beneficial nature of solutions, and derives 
efficient solution algorithms for handling 
preference uncertainty on the part of the human. 
This has made it easier for many researchers to 
begin talking about "the alignment problem" 
between a single AI system and a single human in 
greater technical detail than in prior work.  It also 
enabled follow-up work on several important 
aspects of human/AI interaction (shut-down, 
overrides, rewards, and human models) as 
described in more detail in items 4, 5, and 6.  CIRL 
is an important conceptual building block in our 
(explicit or implicit) understanding of how 
powerful AI technology should be integrated 
with society, without which any theory of 
societal-scale impact will be ungrounded. 

a. Cooperative inverse reinforcement learning (2016). Dylan Hadfield-Menell, Stuart Russell, Pieter 
Abbeel, and Anca Dragan.  In NeurIPS-16. 

b. An Efficient, Generalized Bellman Update For Cooperative Inverse Reinforcement Learning (2018). 
Dhruv Malik, Malayandi Palaniappan, Jaime Fisac, Dylan Hadfield-Menell, Stuart Russell, and Anca 
Dragan. In ICML-18. 

c. The assistive multiarmed bandit (2019).  Lawrence Chan, Dylan Hadfield-Menell, Siddhartha 

Srinivasa, and Anca Dragan.  In HRI-19. 
 

4. The ‘off-switch’ and ‘obedience’ papers — These two papers raise the issue of incorrigibility (an AI 
system resisting shutdown and repair) as previously defined by Soares et al.  “The off-switch game” 
provides a partial solution to corrigibility in the form of epistemic humility on the part of the AI 
system (it allows itself to be shut down because it believes the human shutting it down knows 
best).  This solution does not fully resolve the issue of incorrigibility, because if the AI system has a 
misspecified prior and comes to believe, incorrectly, that it already has perfect knowledge of 
human preferences, it can still resist shutdown.  Nonetheless, we believe this paper has "taken a 
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bite out of" incorrigibility, and also makes incorrigibility easier to talk about in technical terms by 
pointing out which assumptions of the paper are valid or invalid.  “Should robots be obedient?” 
illustrates how optimal performance from an AI system involves neither perfect obedience nor 
perfect obstinance.  This principle was of course already well-known in application-specific cases 
(e.g., semi-autonomous vehicle control does not grant arbitrary overrides to the human driver), 
however, this paper makes the non-monotonic performance/obedience trade-off easier for 
technical researchers to begin talking and thinking about in general terms.  This issue is crucial to 
discourse on how future AI technology will integrate with society: it means that economic 
pressures toward efficiency have a fundamental tendency to yield AI systems that sometimes 
ignore the instructions of their human users. 

a. The off-switch game.  (2017) Dylan Hadfield-Menell, Anca Dragan, Pieter Abbeel, and Stuart Russell. 
In IJCAI-17. 

b. Should robots be obedient? (2017) Smitha Milli, Dylan Hadfield-Menell, Anca Dragan, and Stuart 

Russell.  In IJCAI-17. 
 

5. Inverse Reward Design — These papers present a version of assistance games where the 
human-supplied reward is viewed as noisy, partial evidence of the true reward function, probably 
approximately valid mainly on observed training trajectories but not necessarily in unseen parts of 
the state space.  This enables the robot to have the right kind of uncertainty about the reward and 
leads to appropriately risk-averse behavior. 

a. Inverse Reward Design (2017).  Dylan Hadfield-Menell, Smitha Milli, Pieter Abbeel, Stuart Russell J. 
Russell, Anca Dragan.  In NeurIPS-17. 

b. Active Inverse Reward Design (2018).  Sören Mindermann, Rohin Shah, Adam Gleave, Dylan 

Hadfield-Menell.  In Workshop on Goal Specifications for Reinforcement Learning. 
 

6. Assistance games with humans — These papers investigate solutions to assistance games where 
the “human” player is assumed to conform to an empirically motivated model of actual human 
decision making, rather than being a perfectly rational agent.  In the first paper, 
“Pragmatic-Pedagogic Value Alignment”, the human adopts a pedagogical approach to training the 
robot, and the robot interprets the human’s instructions and demonstrations pragmatically.  The 
paper received a second-place Blue Sky Ideas award at the 2017 International Symposium on 
Robotics Research (ISRR).  Four other papers represent the first forays into assistance games with 
actual humans, confirming our assumptions that real humans are more complex than simple 
models allow for but showing that progress is nonetheless possible.  The “LESS is more” paper won 
the Best Technical Paper Award at the 2020 ACM/IEEE International Conference on 
Human-Robot Interaction (HRI). 

a. Pragmatic-pedagogic value alignment.  (2019) Jaime Fisac, Monica Gates, Jessica Hamrick, Chang Liu, 
Dylan Hadfield-Menell, et al.  In ISRR-19. 

b. On the Utility of Learning about Humans for Human-AI Coordination (2019).  Micah Carroll, Rohin 
Shah, Mark K.  Ho, Tom Griffiths, Sanjit Seshia, Pieter Abbeel, and Anca Dragan.  In NeurIPS-19. 

c. On the Feasibility of Learning, Rather than Assuming, Human Biases for Reward Inference (2019). 
Rohin Shah, Noah Gundotra, Pieter Abbeel, and Anca Dragan.  In ICML-19. 

d. Where do you think you're going? Inferring beliefs about dynamics from behavior (2018).  Sid Reddy, 
Anca Dragan, and Sergey Levine.  In NeurIPS-18. 
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e. LESS is More: Rethinking Probabilistic Models of Human Behavior (2020).  Andreea Bobu, Dexter 
Scobee, Jaime Fisac, S.  Shankar Sastry, and Anca Dragan.  In HRI-20. 

 
7. Misspecification — In learning preferences and goals from human physical behavior, model 

misspecification is somewhat inevitable.  These two papers investigate the issue both theoretically 
and empirically, considering both misspecification of the human’s decision process and the 
human’s space of possible objectives. 

a. Literal or Pedagogic Human? Analyzing Human Model Misspecification in Objective Learning (2020). 
Smitha Milli and Anca Dragan.  In UAI-19. 

b. Quantifying Hypothesis Space Misspecification in Learning from Human-Robot Demonstrations and 
Physical Corrections (2020).  Andreea Bobu, Andrea Bajcsy, Jaime Fisac, and Anca Dragan.  IEEE 
Transactions on Robotics 36(3), 835-854. 

 
8. Theoretical unification of preference learning methods — We show that two frameworks, 

reward-rational choice and assistance POMDPs (both of which are restrictions of general 
assistance games) capture a great many existing frameworks for reward and preference learning. 
In addition, they resolve many confusions within those frameworks and enable certain desirable 
classes of behavior to emerge naturally as solutions rather than having to be preprogrammed by 
human designers.  Note: the Assistance POMDP paper is under review but not publicly available. 

a. Reward-rational (implicit) choice: A unifying formalism for reward learning (2020).  Hong Jun Jeon, 
Smitha Milli, and Anca Dragan.  Under review. 

 
9. Negotiable Reinforcement Learning — This work aims to make it easier to negotiate over the 

policies of powerful AI systems, which makes it easier to share control of those systems and to 
avoid competitive arms races.  Differences in beliefs across the parties are a major factor in 
negotiations, and the NRL line of work is the first to 
account for belief differences between principals in 
sequential decision making.  The result generalizes 
Harsanyi’s social aggregation theorem in a 
surprising way.   

a. Negotiable reinforcement learning for 
Pareto-optimal sequential decision-making 
(2018).  Nishant Desai, Andrew Critch, and Stuart 
Russell.  In NeurIPS-18. 

 
10. ARCHES — This report by Andrew Critch and 

David Krueger attempts to explain the relevance of 
twenty-nine AI research directions to existential 
risk, and how they interrelate.  It also introduces 
the concept of prepotence, a property weaker than 
superintelligence, which is more likely to occur 
before super intelligence, and sufficient to pose a 
substantial (arguably inevitable) existential threat. 
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a. AI Research Considerations for Human Existential Safety (ARCHES)  (2020).  Andrew Critch and 

David Krueger.  arXiv:2006.04948. 
 

11. Bounded Löbian Cooperation — (Started at MIRI) Powerful AI technologies are likely to be 
created in multiple jurisdictions by multiple diverse stakeholders, in which case cooperation 
between these systems and their creators will be necessary to sustain global security.  This paper 
shows definitively how two systems with bounded computational resources can achieve 
cooperation through transparency, by collapsing the infinite regress of metacognition between 
them (I’ll cooperate if I know you will, which you’ll only do if you know I will, which I’ll only do if I 
know you will, which...) into a stable state of mutual trust.  This result was conjectured at MIRI, but 
was difficult to formalize at a level of rigor acceptable for peer review.  Andrew Critch’s 
formalization was first developed at MIRI and carried through peer review at CHAI. 

a. A parametric, resource-bounded generalization of Löb’s theorem, and a robust cooperation criterion 

for open-source game theory (2019).  Andrew Critch.  Journal of Symbolic Logic, 84(4), 1368-1381. 
 

12. Adversarial Policies: Attacking Deep Reinforcement Learning — This paper demonstrates a 
serious failure mode in state-of-the-art continuous control policies which seem robust when 
tested using other evaluation methods.  It was featured in MIT Technology Review and Two 
Minute Papers, and briefly in Science News and Nature News.  This work will encourage the deep 
RL community to focus more on robustness and worst-case performance — long a focus in control 
theory and related communities.  Additionally, it provides a clear empirical demonstration of a 
commonly held view at CHAI: that AI systems which seem reliable may harbor serious failure 
modes. 

a. Adversarial policies: Attacking deep reinforcement learning  (2020).  Adam Gleave, Michael Dennis, 

Cody Wild, Neel Kant, Sergey Levine, and Stuart Russell.  In ICLR-20. 
 

13. Preferences implicit in the state of the world — This paper 
shows that, contrary to naive interpretations of G.E. Moore’s 
naturalistic fallacy, it is possible to infer human preferences from 
observation of a single world state, and not just from 
observations of human behavior.  This is because the world state 
results (in part) from human behaviour.  The state therefore 
provides evidence of what those preferences might be.  This 
explains why the status quo bias (“doing nothing is a reasonably 
safe thing to do”) is valid and provides a formal grounding for 
impact measures without requiring a separate “low-impact” 
principle. 

a. Preferences implicit in the state of the world (2019).  Rohin Shah, 
Dmitrii Krasheninnikov, Jordan Alexander, Pieter Abbeel, and 
Anca Dragan.  In ICLR-19. 

 
14. The Alignment Problem — Brian Christian, author of The Most 

Human Human and Algorithms To Live By, has been affiliated with 
CHAI since early 2017 and regularly attends CHAI seminars and 
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workshops.  His new book narrates and documents the emergence of new perspectives on AI 
systems — at CHAI and elsewhere — that are moving beyond the standard model, toward aligning 
with human values. 

a. The Alignment Problem: Machine Learning and Human Values (2020, October).  Brian Christian.  W.  W. 
Norton. 

 

CHAI alumni outputs 

Below is a list of students who received significant training from CHAI or CHAI PIs, who we 
believe are well poised and in fact likely to make substantial contributions to the alignment of AI 
technology with human values and societal-scale safety.  They have accepted top-tier and 
influential positions.  Note: the students are ordered by seniority, not by merit. 
 

1. Prof.  Dorsa Sadigh — Stanford (PhD 2017, 62 publications, 
1,201 citations, 76 highly influential, h-index 17) is Assistant 
Professor of Computer Science and of Electrical Engineering at 
Stanford University.  As a PhD student, she connected with 
CHAI from Shankar Sastry’s lab, through a collaboration with 
Anca Dragan seeking to formally incorporate humans into her 
work.  Dorsa is now co-director of the AI Safety Center at 
Stanford, and is focused on research highly relevant to (and 
arguably necessary for) AI alignment.  Her many awards include 
an invitation to give the Gilbreth Lecture at National Academy 
of Engineering.  Her active reward learning work has also been 
featured on NPR and in the Wall Street Journal and the Atlantic 
magazine.  She was a plenary speaker at the 2020 CHAI 
workshop.  Since July 2016, 33 of her 44 papers have been on 
topics directly related to CHAI research goals.  Many involve inferring human goals and 
preferences in assistance-game-like settings, particularly in the context of autonomous and 
semi-autonomous vehicles and assistive robotics.  Here are four examples: 

○ When Humans Aren't Optimal: Robots that Collaborate with Risk-Aware Humans 
(2020). Minae Kwon, Erdem Bıyık, Aditi Talati, Karan Bhasin, Dylan P. Losey, Dorsa 
Sadigh. ACM/IEEE International Conference on Human-Robot Interaction (HRI), March 
2020. This paper applies a well-known Risk-Aware human model from behavioral 
economics called Cumulative Prospect Theory to human-robot interaction (HRI). User 
studies offer supporting evidence that the Risk-Aware model more accurately predicts 
suboptimal human behavior, resulting in safer and more efficient human-robot 
collaboration. It extends existing rational human models so that collaborative robots 
can anticipate and plan around suboptimal human behavior in HRI. 

○ Shared Autonomy with Learned Latent Actions (2020). Hong Jun Jeon, Dylan Losey, 
Dorsa Sadigh. In Proceedings of Robotics: Science and Systems (RSS), July 2020. This paper 
demonstrates that combining intuitive embeddings from learned latent actions with 

CHAI 2020 Progress Report 9/30          13/

38 

https://www.amazon.com/Alignment-Problem-Machine-Learning-Values/dp/0393635821
https://www.semanticscholar.org/author/Dorsa-Sadigh/1779671
https://www.semanticscholar.org/author/Dorsa-Sadigh/1779671
https://arxiv.org/abs/2001.04377
https://arxiv.org/abs/2005.03210


robotic assistance from shared autonomy enables precise assistive manipulation in 
robot assistance of  persons with disabilities in everyday tasks. They adopt learned 
latent actions for shared autonomy by proposing a new model structure that changes 
the meaning of the human's input based on the robot's confidence of the goal. They 
show convergence bounds on the robot's distance to the most likely goal, and develop a 
training procedure to learn a controller that is able to move between goals even in the 
presence of shared autonomy. 

○ Learning Reward Functions from Diverse Sources of Human Feedback: Optimally 
Integrating Demonstrations and Preferences (2020).  Erdem Bıyık, Dylan P.  Losey, 
Malayandi Palan, Nicholas C.  Landolfi, Gleb Shevchuk, Dorsa Sadigh.  arXiv 
2006.14091.  Submitted to The International Journal of Robotics Research (IJRR).  This 
paper (an extended version of an RSS 2019 paper) moves reward learning from humans 
away from the usual single-fixed-protocol approach and shows that (1) there are 
multiple ways in which reward information can flow from humans to machines and (2) 
combining them can give better results in practical applications.  We view this as an 
important step towards the general capability for machines to extract information 
about human preferences from the environment, which includes structures, artefacts, 
arrangements, documents, media, etc., as well as direct observation of human choice 
behavior. 

○ Altruistic Autonomy: Beating Congestion on Shared Roads (2018).  Erdem Bıyık, 
Daniel A.  Lazar, Ramtin Pedarsani, Dorsa Sadigh.  In Proceedings of the 13th International 
Workshop on Algorithmic Foundations of Robotics (WAFR).  This paper is one of several 
that investigates the composition of many human-driven and autonomous vehicles and 
studies mechanism design problems to create socially optimal solutions for humans.  It 
highlights the importance of the altruistic element in human preferences of socially 
optimal solutions are to be achieved.  We view this paper as an early example of 
analyzing a problem that will become ubiquitous: the interaction of many humans and 
many AI systems.  By learning how to design incentive mechanisms that avoid negative 
interactions, we hope to avoid potentially catastrophic outcomes from unanticipated 
interactions among many uncoordinated AI systems (as noted in the ARCHES paper). 

In addition, she has examined the general challenge of creating formally verified AI systems, which 
is particularly important for CHAI’s planned research area in embedded agents. 

● Formalizing and Guaranteeing Human-Robot Interaction (2020).  Hadas Kress-Gazit, 
Kerstin Eder, Guy Hoffman, Henny Admoni, Brenna Argall, Ruediger Ehlers, 
Christoffer Heckman, Nils Jansen, Ross Knepper, Jan Křetínský, Shelly Levy-Tzedek, 
Jamy Li, Todd Murphey, Laurel Riek, Dorsa Sadigh.  arXiv 2006.16732. 

● Towards Verified Artificial Intelligence (2016).  Sanjit A.  Seshia, Dorsa Sadigh, S. 
Shankar Sastry.  arXiv 1606.08514. 

 
2. Prof.  Jaime Fernandez Fisac — Princeton (PhD 2019, 36 publications, 697 citations, 37 highly 

influential, h-index 14) just completed a year as a research scientist at Waymo, and has begun his 
post as Assistant Professor of Electrical Engineering at Princeton.  Jaime is developing tools to 
safely deploy robotic & AI systems in the physical world, with the goal to ensure that autonomous 
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systems such as self-driving cars, delivery drones, or home robots can 
operate and learn in open spaces with humans while satisfying safety 
constraints at all times.  Learning human rewards, preferences, and 
constraints is central to his work and he has made significant 
contributions to the new model.  Jaime's interest in CHAI’s work and 
mission began when he attended Russell's 2016 course on 
human-compatible AI, and continued through his regular attendance 
of the CHAI seminar and significant intellectual contributions to 
ARCHES.  Since July 2016, 12 of his 21 papers have been on topics 
directly related to CHAI research goals.  (Most of the other papers 
deal with more classical notions of safe AI systems.) He has 
contributed to core technical papers on assistance games (the first 
two listed below), to joint work with Dorsa Sadigh on autonomous 
and semi-autonomous driving in the presence of other human drivers, 
and to formal modelling (and mismodelling) of humans in assistance games. 

○ An Efficient, Generalized Bellman Update For Cooperative Inverse Reinforcement 
Learning (2018).  Dhruv Malik, Malayandi Palaniappan, Jaime Fisac, Dylan 
Hadfield-Menell, Stuart Russell, and Anca Dragan,.' In ICML-18.  See item [3] in 
“Specific Outputs” above. 

○ Pragmatic-pedagogic value alignment.  (2019) Jaime Fisac, Monica Gates, Jessica 
Hamrick, Chang Liu, Dylan Hadfield-Menell, et al.  In ISRR-19.  See item [6] in “Specific 
Outputs” above. 

○ Quantifying Hypothesis Space Misspecification in Learning from Human-Robot 
Demonstrations and Physical Corrections (2020).  Andreea Bobu, Andrea Bajcsy, 
Jaime Fisac, and Anca Dragan.  IEEE Transactions on Robotics 36(3), 835-854.  See item 
[7] in “Specific Outputs” above. 

 
3. Prof.  Dylan Hadfield-Menell — MIT (PhD expected 2020, 33 

publications, 519 citations, 27 highly influential, h-index 10) 
developed important results early in the exploration of the 
assistance game as a path to provable safety, notably CIRL and 
inverse reward design, under the advisement of Stuart Russell, 
Anca Dragan, and Pieter Abbeel.  He will join MIT as Assistant 
Professor of EECS as of Fall 2021, after spending the upcoming 
year as a Research Scientist at Facebook.  Dylan is, as far as we 
know, the first faculty member hired at a major university whose 
job talk focused on misalignment risks and the new model. 

 
4. Rohin Shah — Deepmind (PhD expected 2020, 7 publications, 72 

citations, 5 highly influential, h-index 4… not including more than 
100 issues of the Alignment Newsletter sent to over 1700 subscribers) has accepted an offer to 
join DeepMind as a research scientist.  Originally a programming language theory student working 
with Ras Bodik, Rohin switched to AI safety and joined CHAI in Fall 2017.  Rohin's focus is on 
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intent alignment and human-machine cooperation.  His research 
contributions, particularly “Preferences implicit in the state of 
the world,” are likely to be considered foundational.   

How CHAI contributes to student training in 

general 

The UC Berkeley AI Research Lab (BAIR) admissions committee, 
which includes several CHAI PIs, has observed an increasing 
number of applicants specifically mentioning CHAI in their 
statements.  The existence of CHAI helps attract strong 
students interested in human-centered / human-compatible AI. 
This semester (fall 2020), a record 6 new PhD students joined 
CHAI to study with Stuart Russell and Anca Dragan. 
 
Every student engaged with CHAI, including undergraduates, graduate students, and interns, has 
access to four types of formal CHAI training activities: 

1. Advising by one or more of Stuart Russell, Anca Dragan, Pieter Abbeel, Andrew Critch, other 
CHAI affiliate faculty, and CHAI graduate students 

2. Weekly seminar meetings (one technical and one interdisciplinary); 
3. Taking or assistant-teaching CHAI-specific graduate courses.  Graduate student instructors 

for the courses consistently report that designing, running and attending the new courses 
pushed them to better grasp the field.  (The classes have also helped to interest more students 
in CHAI’s work, e.g. Smitha Milli, Jaime Fisac, Neel Alex, and others). 
a. CS 294-125,  Human-Compatible AI.  Spring 2016, by Stuart Russell and Anca Dragan. 
b. CS 294-149,  Safety and Control for Artificial General Intelligence.  Fall 2018, by Andrew 

Critch and Stuart Russell. 
c. CS 294-166,  Foundations for Beneficial AI.  Spring 2020, by Lara Buchak, Wesley Holliday 

(Philosophy), Shachar Kariv (Economics), and Stuart Russell 
4. Selecting and mentoring interns; mentors consistently report the experience as helpful both 

in developing their management skills and in advancing their work. 
 
The CHAI graduate students particularly consider the less formal aspects of CHAI to be even more 
important for their training and development than the formal activities, including students 
mentoring one another; interacting with the faculty and other students at BAIR, Earth’s no. 1 
public AI lab, where CHAI is intentionally embedded (until COVID-19) in their new consolidated 
14,000 square foot facility at Berkeley Way West; fostering high-value disagreement; and a sense 
of shared purpose and freedom to pursue morally-driven research.   
 
Students are also exposed to a diversity of views and approaches to AI safety, via speakers in our 
technical seminars including David Duvenaud (Toronto), Eric Drexler (FHI), Catherine Olsson 
(then of OpenAI), El Mahdi El Mhamdi (EPFL), Jacob Steinhardt (UC Berkeley), Michael Littman 

CHAI 2020 Progress Report 9/30          16/

38 

https://people.eecs.berkeley.edu/~russell/classes/cs294/s16/readings.html
https://inst.eecs.berkeley.edu/~cs294-149/fa18/
https://people.eecs.berkeley.edu/~russell/classes/cs294/s20/announcement.html


(Brown), Andreas Stuhlmüller (Stanford / Ought.org), Aleksander Madry and Natasha Jaques 
(MIT), Cynthia Rudin (Duke), and Chelsea Finn (Stanford).   
 

Other impacts on the AI research community 

Our “other impacts” on the AI community are in pursuit of four goals: 
      Goal 1: Values-based community building.  This means connecting with researchers in and 

outside of AI who are beginning to share our moral concerns regarding existential and 
societal-scale risks.  Community building helps to build and sustain motivation, moral support, and 
for some researchers, a sense of belonging. 

      Goal 2: Intellectual recruitment.  This means stimulating and retaining serious intellectual 
interest in beneficial AI and societal-scale safety, across disciplines and within AI.   

      Goal 3: Legitimacy building.  By being open about our risk-reduction motivation with each 
other and in our published research and public presentations, we increase its legitimacy among AI 
researchers, making it easier for others to engage, publish papers, and write proposals. 

      Goal 4: Engagement with other societal-scale risks.  This is important not just because these 
other risks are important, but also because it may lead to new ideas coming into the AI risk field 
and because it develops a stronger sense of shared commitment to humanity. 
 
CHAI Workshops — These bring together 
professors, graduate students and researchers 
that share a strong interest in reducing 
existential risks from advanced AI, along with 
some newcomers each year.  The list of 
participants is highly curated from 
recommendations by past participants. 
Participation has increased consistently, from 30 
in 2017, 50 in 2018, 90 in 2019, and 150 in 2020 
(held online due to COVID-19).  A little over 50% 
of participants in 2020 reported making 
significant changes to their work as a result of 
the workshop. 
 
The AI Alignment Newsletter — The Alignment Newsletter is a weekly publication, started by 
Rohin Shah, that contains recent content relevant to AI alignment around the world.  It features 
summaries and analysis of prominent new papers in the field.  The Newsletter reaches over 1700 
email subscribers, is available in English and Mandarin, and is curated by a team of 12 people.  It is 
also posted on the Alignment Forum and LessWrong.  To date, the team has written summaries for 
almost 1500 technical AI safety papers, all accessible via a spreadsheet. 
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Organizing AI safety and ethics workshops — Stuart Russell has been part of the core 
organization of many AI conferences since CHAI’s inception.  These include co-chairing the 
Beneficial AI workshop (Puerto Rico 2015, Asilomar 2017, Puerto Rico 2019) and the Hastings 
Institute workshop series on Control and Responsible Innovation in the Development of 
Autonomous Machines, and serving on the organizing, steering, and/or program committee of the 
UN 2018 Conference on AI for Global Good, the First International Workshop on AI Safety 
Engineering, the 2018 and 2019 AAAI/ACM Conference on AI, Ethics, and Society, the 2019 
Global Forum on AI for Humanity, and other AI safety/ethics workshops at IJCAI 2016, AAAI 
2016, AAAI 2019, and CogSci 2017.  In addition, Adam Gleave co-organized the Human Aligned AI 
Social at NeurIPS 2019; Dylan Hadfield-Menell organized the workshops Reliable Machine 
Learning in the Wild (NeurIPS 2016, ICML 2017) and Aligned AI (NeurIPS 2018); and Rachel 
Freedman contributed to the workshop for the AI Safety Landscape initiative, and served on the 
program committee for AISafety 2020 at IJCAI. 
 
Mentorship and advising outside CHAI — We make extensive efforts to encourage early-stage 
researchers.  Several CHAI students and staff serve as “ambassadors” for AI safety-interested 
attendees of the Effective Altruism Global conferences, as well as MIRI’s AIRCS workshop 
attendees.  In addition, PhD student Adam Gleave volunteered with 80,000 Hours, an 
organization giving career advice to promising individuals to have a large social impact.  CHAI 
Director of Strategic Research and Partnerships Caroline Jeanmaire was an “EAG Ambassador” to 
six Fellows during EAGx 2020.  PhD student Dylan Hadfield-Menell has provided remote advising 
and collaboration to help interested graduate students at other schools become active in AI safety. 
Michael Dennis was one of the speakers at the Human-Aligned AI Summer School in Prague 25th 
– 28th July 2019.  Finally, Rachel Freedman, Rohin Shah, and Stuart Russell gave detailed technical 
feedback on Brian Christian’s book The Alignment Problem. 
 
Involvement in other AI Safety-Related Organizations — Stuart Russell has served on the 
Advisory Boards of the Center for the Study of Existential Risk (University of Cambridge), the 
Machine Intelligence Research Institute (Berkeley), and the Future of Life Institute (MIT/Harvard); 
on the AAAI Committee on Ethics and Social Impact of AI; on the Advisory Board of the Berggruen 
Institute “AI and the Human” program; and on the advisory Committee of the UC Berkeley Center 
for Long-Term Security program on AI and Security.  He 
co-chairs the UC Presidential Working Group on AI, 
developing AI policy for the largest US university 
system. 

 
Invited talks, podcast interviews — Core CHAI faculty 
have given keynote lectures at major conferences and 
meetings.  The frequency and high level of the invitations 
suggest that the AI community (and the broader 
intellectual community) is hearing the message.  Since 
2016, CHAI-related talks by the PIs have run into the 
hundreds.  High-profile keynotes include the 
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International Joint Conference on Artificial Intelligence, the Association for the Advancement of 
Artificial Intelligence Conference (twice), the Conference on Uncertainty in Artificial Intelligence, 
the European Conference on Artificial Intelligence, the Conference on Robot Learning, the 
International Conference on Intelligent Robots and Systems, the International Conference on 
Automated Planning and Scheduling, and the Turing Lecture (UK).  Podcasts on CHAI themes 
include those with the World Economic Forum, Financial Times, Sean Carroll, Sam Harris, Lex 
Fridman, the Future of Life Institute, and 80,000 hours. 
 
Seeding the potential for more AI risk oriented research centers — Through staying in touch with 
new and existing faculty at other universities, we hope to provide moral and intellectual support 
for more AI research centers oriented on existential and societal-scale risks. 

● At the University of Toronto: Gillian Hadfield (CHAI Affiliate, Director of the Schwartz 
Reisman Institute for Technology and Society) and Sheila McIlraith, David Duvenaud, and 
Roger Grosse (CS).  All of them attended the 2020 CHAI workshop and are in the process 
of submitting a large ($12-24M) institute proposal for AI safety and governance. 

● At Stanford University: Dorsa Sadigh and Stefano Ermon, both CS faculty, have attended 
and spoken at CHAI workshops. 

● At Princeton University: Tom Griffiths and Tania Lombrozo (CHAI PIs), Lara Buchak 
(Philosophy, CHAI Affiliate), and Jaime Fernández Fisac (EE, CHAI alumnus). 

● At MIT: Dylan Hadfield-Menell (assistant professor and CHAI alumnus), Josh Tenenbaum 
(Brain and Cognitive Sciences), and Max Tegmark (Physics). 

 
Contributing to responsible AI development within industry — Members of our team engage 
with industry on the topics of advanced risks from artificial intelligence as well as other 
societal-scale risks; for example, the Partnership on AI initiative to establish responsible 
publishing norms for AI researchers, the Partnership on AI working group on recommender 
systems, and the 2019 DeepMind AGI Safety Workshop. 
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Other impacts  

Our contributions beyond the AI community include contributions to public awareness of the risks 
from AI systems, contributions to world leaders’ awareness, and connecting with China. 

Contributions to Public Awareness of AI Existential Risk 

CHAI's interest in public awareness as a vehicle for reducing societal-scale and existential risk 
from AI is well captured by the following 2008 quote from Nobel Prize winner Paul Berg in Nature 
(source).  Berg was one of 5 co-organizers of the 1975 Asilomar Conference on Recombinant DNA 
Molecules: 
 

“...  there is a lesson in Asilomar for all of science: the best way to respond to concerns 
created by emerging knowledge or early-stage technologies is for scientists from publicly 
funded institutions to find common cause with the wider public about the best way to 
regulate—as early as possible.  Once scientists from corporations begin to dominate the 
research enterprise, it will simply be too late.” 

CHAI's team has been raising awareness of the risks from 
advanced AI systems through talks and conferences. 
Stuart Russell appeared on dozens of prominent 
worldwide media (see the list).  He also appeared in 
documentaries on this topic aimed at a large audience, 
including Do You Trust This Computer? (2018), iHUMAN 
(2019), and  We Need to Talk About AI (2020).   

Russell has also been raising awareness of lethal 
autonomous weapons through speaking, writing, and 
media interviews (see the list).  He also created the 
award-winning short film Slaughterbots (2017) (over 75 
million views per Jaan Tallinn), and appeared in the New 
York Times documentary Killing in the Age of Algorithms 
(2019) on the future of AI and warfare.  The connection to 
existential risk is two-fold: first, if we cannot set the 
precedent of restricting AI systems that can decide to kill 
humans, it may prove more difficult to restrict other kinds 
of AI systems; and second, if we do lose control over 
poorly or maliciously designed AI systems, the availability of large numbers of 
computer-controlled lethal weapons can only make the problem worse. 
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Contributions to World Leaders’ Awareness 

World leaders need to understand both individual-scale and societal-scale risks posed by artificial 
intelligence, because of their involvement in policy decisions. 

CHAI faculty have been invited to give 
keynote talks at numerous global fora on 
CHAI-related matters.  These include: 
National Academy meetings on AI (4), a 
Royal Society meeting on AI, the annual 
meetings of the World Economic Forum 
(4), the Nobel Foundation (3), the OECD 
(2), the World Government Summit (2), 
the UN AI Global Summit, the Global 
Forum on AI for Humanity, the American 
Association for the Advancement of 
Science, the American Physical Society 
Annual Meeting, the Nanjing Forum, and 
the World Conference on AI (Shanghai).  CHAI is co-organizing a workshop series at the World 
Economic Forum in San Francisco, bringing together economists, science fiction writers, and 
computer scientists from April to December 2020 to imagine a future of shared prosperity with 
advanced AI systems.   

Over the course of CHAI’s existence, AI-related policy making and governance efforts have shifted 
from creating “principles” to creating policies.  CHAI contributions to policy include: providing 
feedback on the EU Trustworthy AI Assessment List (2019) (link to our contribution), and on the 
US Guidance for Regulation of AI applications (2020) (link to our contribution). 

Andrew Critch has given presentations in Singapore, advising the Prime Minister's Office on the 
potential impacts of AI on Singaporean society.  Stuart Russell has also provided direct advice to 
leaders of national and international organizations as follows: 

● United Nations: Secretary General, High Representative for Disarmament, Interregional Crime and 

Justice Research Institute, International Criminal Court 

● World Economic Forum: Global Agenda Council on AI and Robotics (vice-chair), Global AI Council 

(member), Global Security Group (member) 

● EU: EU Commission (advisor), Centre for European Policy Studies (Scientific Advisory Board) 

● US: Assistant Secretary of State for Democracy, Human Rights, and Labor, Secretary of Defense 

Office of Net Assessment, Chief of Naval Operations Strategic Studies, National Intelligence 

Council, DARPA Director, IARPA, CIA, Chief of Staff of the Army, Strategic Studies Group, Army 

War College, US/China Track II arms control negotiations, Department of State Speaker Program in 

China, Federal Communication Commission Technical Advisory Council, JASONs. 
● Japan: Ministry of Economy, Trade and Industry 
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● UK: Office of the Prime Minister, Department of Digital, Culture, Media, and Sport, House of Lords, 
Center for Data Ethics and Innovation 

● France: President of France, members of the National Assembly and the Senate, International 
Scientific Board for AI (member) 

● Singapore: Office of the Prime Minister 
● UAE: Minister for AI 

 

Connecting with China 

Our aim here is primarily to help policymakers avoid an arms race that might precipitate unsafe AI 
systems deployment, and to encourage further development of the new model for AI in China. 

● Stuart Russell spoke at the World Peace Forum 
organized by China in June 2020 in a panel that 
notably included Ya-Qin Zhang (Dean of the 
Institute for AI Industry Research of Tsinghua 
University) and Xue Lan (Dean of the Schwarzman 
College of Tsinghua University).  He also led an 
extended meeting with Madam Fu Ying, who is 
former Vice-Minister of Foreign Affairs and current 
chairperson of the National People's Congress 
Foreign Affairs Committee.   

● Human Compatible will be published in Mandarin in 
China in October 2020.   

● CHAI has been intentional in its inclusion of Chinese 
collaborators.  In 2020, we invited 24 Chinese 
participants to the CHAI workshop.  CHAI hosted 
the Tianxia Fellowship for a virtual meeting in April 
2020.   
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Future plans 

CHAI will expand its research on the new model, particularly the multihuman and multirobot 
versions of assistance games (AGs); work on a foundational theory of agent design and embedded 
agency; and begin turning the new model into a practical replacement for standard-model 
technology.  We will strengthen connections to the social and human sciences on topics such as 
aggregation of preferences across multiple individuals, formal safety models of the sociotechnical 
context of AI systems, and plasticity of human preferences.  At the end of this section we outline 
plans for expanded training, field-building, policy and thought leadership. 

Basic AG theory 

The standard model of AI (search, planning, MDPs, POMDPs, RL, etc.) builds on long-established 
concepts and results such as the Markov property, Bellman’s optimality principle for MDPs, and 
Astrom’s separation principle for POMDPs.  (The latter justifies optimal agents composed of 
perception, state update, and decision elements).  We have just begun to carry out this research 
for AGs (see [3a,c] above) and there are many open questions: 

● Is there a general separation principle for agents in partially observable AGs? 
● If so, are improvements in perception and state-update elements always beneficial? 
● Can we design model-free (policy and Q-function) AG agents and the associated RL 

algorithms (policy-search and Q-learning)? 
● What behavior profiles can, in principle, be exhibited by agents in the new model but not 

the standard model? 
● Can the theory of bounded optimality for single agents be extended to encompass AG 

agents?  How should AG agents operate when they are (1) much less capable (2) roughly as 
capable (3) much more capable than a human in the same task environment? 

● Can some form of universal prior on preferences allow AG agents to avoid misspecification 
problems? If so, can this be made computationally effective? Are there fundamental 
tradeoffs between utility (strong prior) and safety (weak prior)? 

● When is it better for an AI system to learn preferences rather than imitate behavior? 

This last question points to a gaping hole at the center of AI research: we have no solid theory to 

explain why it is (or seems to be) a good idea to know things, to reason, to plan, etc., as opposed to 
simply learning a history-dependent policy (as in a recurrent neural network).  This is a complex 
question involving tradeoffs among decision optimality, speed of learning, and speed of decision 
making.  We believe real progress can be made by considering abstract formal models of 
environments with large state spaces but simple (in the Kolmogorov sense) dynamics, leading to 
fundamental theorems concerning the architecture of intelligence.  A solid mathematical 
foundation should improve our ability to design safe AI systems with semantically clear and 
distinct components.   
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Theory of embedded agency  

As noted by Orseau and Ring and in recent work from MIRI, real-world AI systems are, unlike their 
idealized cousins in MDPs and POMDPs, embedded in their environments: their own 
computations are part of the environment and external events can modify their computations. 
This creates opportunities for wireheading (the agent can take actions that interfere with its 
sensors to create illusory rewards), incentives for legibility (if the agent can modify its internals to 
become more legible, it is more likely to be trusted by humans), capabilities for metareasoning, and 
myriad other complications.  A full working theory of provably beneficial AI — one with meaningful 
formal guarantees — needs a better theory of embedded agency to begin addressing these issues. 
We hope to collaborate with MIRI on this topic. 

Cooperation with multiple AI systems 

The analysis in the ARCHES paper listed above surfaced a significant risk from heterogeneous AI 
systems, possibly optimizing for different subsets of humans (e.g., shareholders of different 
companies), that might produce unanticipated interactions.  We have begun and expect to 
continue with research on zero-shot cooperation.  Andrew Critch’s work on open-source game 
theory is one line of work that can be made practical by building on the technology of 
proof-carrying code, whereby agents advertise formally checkable properties that allow rigorous 
cooperative contract formation.  Another approach is Michael Dennis’s work on 
policy-conditioned beliefs, which enriches standard Bayesian agent design with formal concepts 
from epistemic game theory and leads to a wide class of agents that naturally cooperate. 

Making the new model practical 

We believe it is unlikely that the broad AI community will abandon the standard model unless and 
until there is convincing evidence that the new model can replace it in practice. 

On the foundations side, we need to rebuild many branches of AI — including search, 
game-playing, constraint satisfaction, logical planning, MDPs, POMDPs, RL — to allow for 
uncertain objectives.  This includes finding the “natural” form of partial preference information, 
the corresponding “protocol” whereby preference information flows from the human, and new, 
efficient interactive algorithms.  Supervised learning of policies is a key topic.  We will analyze the 
implicit transfer of human preference information via human-labeled training data and extend 
algorithms to handle uncertainty in the loss function optimized by the learning algorithm. 

We believe it will be persuasive to the field as a whole — and the AI industry in particular — to 
show that the new model can lead to better systems in practice.  Possible targets (perhaps with 
industry collaboration) include recommender systems (the subject of a NeurIPS 2020 workshop 
proposal by Dylan Hadfield-Menell); personal digital assistants; personal robotics; personal 
financial advisors; and interactive design systems (architecture, site layout, etc.). 
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Social and human sciences: many humans, real humans 

Philosophy and the social sciences have for centuries studied the problem of acting on behalf of 
multiple humans and identified many “extreme failure modes” for simplistic solutions.  We have 
initiated and will expand collaborations with these disciplines, partly facilitated by Russell’s 
receipt of the Andrew Carnegie Fellowship (one of the most prestigious awards in the social 
sciences and humanities).  Issues include interpersonal comparisons of preferences, decisions that 
affect population size, and human preferences that are altruistic, sadistic, or relativized to the 
wellbeing/status of others.  We believe many critiques of consequentialism can be overcome by 
nuanced formulations from which Kantian principles emerge as logical consequences. 

Many harmful AI outcomes in the real world result from the combined failure of the algorithm and 
the sociotechnical context in which it is embedded.  Racially biased training data is a well-known 
example (resulting also from objective misspecification); other, more complex failure modes 
include classifiers whose decisions affect their own future input data (as analyzed recently by 
Moritz Hardt) as well as moral hazard and adverse selection in insurance.  Formal models of the 
sociotechnical context and the embedded AI system could be of enormous value in revealing new 
failure modes and providing guidance for safe design and use of AI systems. 

We have begun to explore relevant properties of real humans [7, 8 above].  We hope to model the 
real preferences of populations of humans in restricted settings (e.g., recommender systems) and 
to deepen our work on hierarchically structured models of human activity, which we feel is the 
most central aspect of human cognition as it relates to the mapping from preferences to behavior. 
We also hope to improve on the Boltzmann model of approximate rationality, which ignores the 
fact that humans are more accurate when making easy decisions.   

The final topic is plasticity of human preferences.  “Version 0” of the new model assumes stable 
preferences, which could lead to AG agents that freely modify human preferences.  This is a 
philosophically challenging problem, but recent approaches (e.g., by Pettigrew) are promising. 

Training, field-building, policy, thought leadership 

We aim for a modest expansion in the numbers of CHAI PhD students and interns.  We expect 
graduate courses to include core technical AI safety, interdisciplinary AI/social-science, and 
new-model multiagent systems and computational economics. 

To help tie together this growing field, we are planning a global (or at least North American) online 
seminar series involving all the active research centers, and will expand the in-person workshop 
accordingly.  Some CHAI students also plan to develop a podcast series. 

On the policy side, we will continue our engagement with the EU policy process, which is well 
ahead of processes in the US and China.  Increasingly, commentators view GDPR as a de facto 
global standard, which may also be the case for AI-safety-related EU regulations. 
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